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ABSTRACT: An overarching goal of synthetic and systems
biology is to engineer and understand complex biochemical
systems by rationally designing and analyzing their basic
component interactions. Practically, the extent to which such
reductionist approaches can be applied is unclear especially as
the complexity of the system increases. Toward gradually
increasing the complexity of systematically engineered systems,
programmable synthetic circuits operating in cell-free in vitro
environments offer a valuable testing ground for principles
for the design, characterization, and analysis of complex
biochemical systems. Here we illustrate this approach using
in vitro transcriptional circuits (“genelets”) while developing an
activatable transcriptional switch motif and configuring it as a bistable autoregulatory circuit, using just four synthetic DNA
strands and three essential enzymes, bacteriophage T7 RNA polymerase, Escherichia coli ribonuclease H, and ribonuclease R.
Fulfilling the promise of predictable system design, the thermodynamic and kinetic constraints prescribed at the sequence level
were enough to experimentally demonstrate intended bistable dynamics for the synthetic autoregulatory switch. A simple
mathematical model was constructed based on the mechanistic understanding of elementary reactions, and a Monte Carlo
Bayesian inference approach was employed to find parameter sets compatible with a training set of experimental results; this
ensemble of parameter sets was then used to predict a test set of additional experiments with reasonable agreement and to
provide a rigorous basis for confidence in the mechanistic model. Our work demonstrates that programmable in vitro biochemical
circuits can serve as a testing ground for evaluating methods for the design and analysis of more complex biochemical systems
such as living cells.
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The ability to understand and reliably engineer complex
molecular systems as sophisticated as biological cells will

open up profound possibilities in biotechnology and nano-
technology.1−7 Historically, forward and reverse engineering of
complex systems has benefited from the principle of reduc-
tionism − the idea that complex phenomena can be understood
by breaking them down into the simplest components,
characterizing these components and how they interact with
one another, and then conceptually building the system back up
from these components to provide an explanation for the
phenomena. For forward engineering, reductionism amounts to
the idea that each system component can be rationally con-
structed and tested and that mechanistic models, built upon
component-level understanding, can correctly guide how to put
components together into systems with desirable behaviors. For
simple biochemical systems, the reductionist approach has
worked reasonably well. In contrast, when applied to complex
biochemical systems such as living cells, the reductionist
approach has been argued to have reached its limit due to
intractable complexity, unknown architecture, and paucity of
quantitative data.8,9 While there may be limits for classical

reductionist approaches in practice, it is our belief, however,
that the current difficulties in fact stem from relative inex-
perience in successfully applying the reductionist approach
combined with systems biology techniques to complex bio-
chemical systems, because the available systems to study are either
too simple (i.e., dead) or too complex (i.e., alive), leaving a
“complexity gap” exactly where reductionist tech-
niques could most effectively be tested and refined. This calls
for establishing a training ground where one can incrementally
push the limits of reductionism. Within such a training ground,
each round of design and characterization should result in a small
deviation from the predicted system behavior, so that the
deviation’s cause can be traced, the improved understanding
formalized, and the complexity of the system continually increased.
Synthetic biology provides one such training ground by

building and analyzing synthetic circuits that exhibit behaviors
analogous to those of biological systems, while synthetic sim-
plicity facilitates quantitative analysis as well as systematic
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engineering design.10−12 While in vivo synthetic biochemical
systems have made significant progress, the daunting complex-
ity of the cellular context remains a major obstacle.13 In vitro
(cell-free) synthetic biology has emerged as a powerful platform
for studying and harnessing biochemical processes, independ-
ent from complex ancillary processes for cell viability and
growth,14,15 thus reducing the unintended interactions between
the circuit of interest and its environment. These in vitro syn-
thetic biochemical systems show different degrees of complexity
ranging from cell extracts equipped with a complete set of cellular
machineries16−24 to simple reconstituted systems with only a few
molecular species.25−31 There is an apparent complexity-
programmability trade-off, from simple reconstituted circuits that
are difficult to rewire28 to readily programmable circuits within
relatively complex cell extracts.18,24 Simple synthetic biochemical
systems embedded in a relatively simple environment, yet readily
programmable and capable of demonstrating complex dynamics,
would provide an ideal test-bed for the reductionist approach in
molecular biology.
We previously introduced programmable DNA-based

synthetic biochemical circuits that are enzyme-free32−35 or
that require only a few purified enzymes36−39 to operate. While
the former operate in a simpler environment (DNA is the only
macromolecule), such enzyme-free circuits require complex and
specific DNA “fuels” for each type of implemented reaction,
greatly increasing the complexity of synthesis and preparation.
In contrast, the latter so-called in vitro transcriptional circuits
provide a model system that shares architectural similarity with
natural gene regulatory circuits and captures key features such
as the use of production and degradation of macromolecules to
represent signals (or to construct other molecular machinery)
and the use of a universal small molecule fuel (NTP) to power
all its functions.
Initial work on in vitro transcriptional circuits demonstrated

individual switches functioning as inverters and showed their
integration into circuits with bistable and oscillatory dynamics37,38

(Figure 1, top). Subsequent work demonstrated a transcriptional
repeater, a transcriptional switch whose RNA output level is a
sigmoidal activation function of its RNA regulator (Figure 1,
bottom). An activator-regulated switch (repeater) offers greater
flexibility and simplicity for synthetic circuit design and can allow
for faster timing and less noise relative to only inhibitor-regulated
switches (inverters).40 This repeater design motif was successfully
integrated as part of a negative-feedback oscillator38 that, in turn,
has been used to drive other molecular processes such as DNA
tweezers.41,39

The basic DNA switch, a simplified gene or “genelet”, has a
modular architecture that allows for independent design of the
RNA product and the RNA regulator within a switch. Hence,
one can “wire” several switches together to compose a complex
regulatory network, in principle, by simply designing the RNA
output of one switch to be the RNA regulator of another
switch. Moreover, individual switch characteristics such as
switching thresholds and maximum output levels can be set by
the concentrations of switch components rather than by
molecular characteristics of binding domains, facilitating tuning
of circuit behavior. The state of each switch (transcription rate)
and the levels of signals (RNA concentrations) define the
instantaneous state of the circuit. As the circuit dynamics relies
only on RNA transcription and degradation, our in vitro circuits
operate in a relatively simple environment with NTP fuel and
only three essential enzymes, T7 RNA polymerase (RNAP)
and two ribonucleases (RNases). Despite this simplicity,
arbitrarily large regulatory networks with complex dynamical
behaviors can be implemented in principle.36

In this article, we describe the systematic design process for
the repeater based on thermodynamic and kinetic consid-
erations and experimentally validate each elementary reaction
required for a functional repeater. We then construct and
analyze a self-activating switch, a single repeater wired to itself,
that can exhibit bistability. Furthermore, we show that the ex-
perimental results are consistent with a simple mathematical
model, whose parameters are set by Bayesian inference from a
subset of experimental data (the training set) and which were
predictive of general trends in an independent set of experi-
mental data (the test set). While our previous work employed a
single least-squares-fit parameter set to explain the observed
experimental data, the use here of the ensemble Bayesian
inference approach allows us to assess the level of confidence in
our estimated parameters. Moreover, by systematically dividing
the experimental results into the training set and the test sets in
this work, we can demonstrate that the mechanistic under-
standing of elementary reactions combined with system-level
characterizations could be used to predict system behavior,
illustrating successful application of a combined reductionist
(bottom-up) and systems biology (top-down) approach. While
this is not surprising in and of itself, in light of the potential
to systematically construct more complex circuits it presents
in vitro synthetic biology as a promising route for exploring the
complexity gap that can serve as a testbed to improve our mastery
of complex biochemical systems.

Figure 1. Systematic construction of a transcriptional inverter, a repeater, and circuits composed of these modular switch motifs. An inverter switch
(A) and a bistable circuit (B) appeared in ref 37; a repeater switch motif (D) and oscillators (C,F) appeared in ref 38; the autoregulatory switch (E)
is presented here for the first time as an independent circuit, although it appeared as a subcircuit of an oscillator in ref 38. Blunt ends indicate
inhibition, while arrowheads indicate signal production or activation.
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■ RESULTS

Overview of Design and Analysis. We take a systematic
approach to the design and analysis of synthetic biochemical
circuits. Much as in other forward engineering approaches, our
first step was the system specification, describing desirable
system-level behaviors (e.g., input-output response character-
istics) and the required component-level interactions (“System
Specification and Reaction Mechanisms”). Then, individual
components (here, DNA sequences for switches) were designed
based on known biophysics of nucleic acids so that they satisfy the
thermodynamic and kinetic constraints (“Sequence Design”). Each
reaction mechanism was independently tested (“Reaction
Mechanism Validation”). All components were then composed
into a complete system (a positive autoregulatory circuit) with
desired system behaviors (bistable dynamics) demonstrated
experimentally (“System-Level Characterization of Bistability”).
Finally, a mechanistic model was built from the characterized
component-level interactions, fit to experimental data, and used to
predict system-level behavior for new experiments, with

confidence intervals estimated for both model parameters and
predictions (“Quantitative Modeling and Prediction”).

System Specification and Reaction Mechanisms. The
repeater shares several components and functional mechanisms
with the previously implemented inverter.37 Therefore, we first
describe an inverter (Figure 2A). An inverter is an in vitro
transcriptional switch whose RNA output production rate is a
sigmoidal inhibitory function of its RNA input concentration.
An inverter consists of two components, a DNA template (“T”)
and a DNA activator (“A”). The DNA template T consists of a
single-stranded regulatory domain, a partially single-stranded
T7 RNAP promoter, and a double-stranded region encoding an
RNA output (“rO”). This partially single-stranded promoter is
transcribed about 100-fold less efficiently than a complete
promoter42,37 and thus is designated as an OFF state. The single-
stranded DNA activator A is complementary to the missing pro-
moter region of T. Upon hybridization of T and A (“activation”),
the resulting T·A complex has a complete promoter except for a
nick and was found to be transcribed well, approximately half as

Figure 2. Designed reaction mechanisms. (A, top) An inverter switch. T is the DNA template with an incomplete promoter region, A is the DNA
activator, rI is the RNA inhibitor (input), and rO is the RNA transcript (output). Sequence domains are color-coded to represent either
complementary or identical sequences; in this and following figures, DNA is represented by straight lines, while RNA is represented by squiggly lines.
Hybridization reactions are marked by black arrows. Transcription by RNAP and degradation by RNase H and RNase R are marked by black dashed
arrows and dotted arrows, respectively. (A, bottom) The schematic production curve of rO as a function of rI, the degradation curve of rO as a
function of rO, and the steady-state curve of rO as a function of rI (constructed from the composition of the production and degradation curves).
Green dashed lines mark [rItot] = [Atot] − [Ttot], where all free A species are consumed by rI, yet the switch is still fully ON; orange dashed lines
mark [rItot] = [Atot], where all A species are consumed such that the switch is fully OFF. The purple dashed line marks [rOtot] = [dXtot] where dX is
the regulatory target of rO: below this level rO is mostly bound to dX such that the degradation curve is dominated by RNase H, while above this
level RNase R degrades free rO. A dashed red line in the degradation plot illustrates the case when only RNase H is present. Note that the dX strand
or RNase reactions on rO are not shown. (B, top) A repeater switch. T and A are the same as above, dI is the DNA inhibitor used to set the
switching threshold, rA is the RNA activator (input), and rO is the RNA transcript (output). (B, bottom) Green dashed lines mark [rAtot] = [dItot] −
[Atot], where all free dI species are consumed by rA, yet the switch is fully OFF; orange dashed lines mark [rAtot] = [dItot] − [Atot] + [Ttot], where
enough A species are freed from dI and available to hybridize with T, such that the switch is fully ON. The purple dashed line marks [rOtot] =
[dXtot], where dX is the regulatory target of rO as above. Note that annihilation, interfering, recovering, recapturing reactions, dX strand, and RNase
reactions on rO are not shown (see Figure 4).
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efficiently as a fully double-stranded promoter. Therefore, T·A
is designated as an ON state. Note that there is a single-
stranded domain of A that extends beyond the double-helical
domain of the T·A complex, called the “toehold” domain. The
toehold is important to ensure that regulation of the inverter by
the RNA inhibitor (“rI”) is fast. Because the A·rI complex is
thermodynamically more stable than the T·A complex (it has
more base pairs) and the toehold domain of A is available
for initiating a hybridization reaction with rI, rI can strip off A
from the T·A complex (“inhibition”) by means of a toehold-
mediated branch migration and strand displacement reac-
tion.43,44 Typically, A is in excess of T such that the input rI will
first react with free A (“annihilation”) and then strip off A from
the ON-state switch, and the remaining rI (if any) will be free
in solution. Assuming strong and irreversible stoichiometric
hybridization reactions occurring at a much faster time scale
than the production and degradation of RNA signals, the res-
ponse of the switch to the input rI is a piecewise linear graph,
such that the production rate of rO is a piecewise linear in-
hibitory function of rI (Figure 2A, left). In practice, the input-
output response is sigmoidal rather than piecewise linear due to
constant turnover of RNA signals on a similar time scale as
hybridization (cf. ref 37).
The degradation rate of RNA signals plays an important role

in circuit dynamics by setting the time-constants of signal
propagation. At the same time, the shape of the degradation
curve in combination with the production curve determines the
steady-state RNA levels. In our system, RNA signals are
degraded by two different RNases: Escherichia coli RNase H and
RNase R.45,46 RNase R degrades single-stranded RNA, which
here would be both free rI and free rO. RNase H degrades
RNA that is hybridized to DNA, which here would be rI within
the A·rI complex and rO that is bound to its downstream
regulatory target, “dX”, i.e., rO within the dX·rO complex. Now
consider the degradation curve of rO that results from these
two enzyme activities. At low rO concentrations, most rO
molecules exist within a dX·rO complex and therefore get
degraded by RNase H; at high rO concentrations, free rO, the
amount of rO in excess of the total dX concentration, can be
degraded by RNase R. Taking hybridization reactions into
account, the degradation curves for RNase H and RNase R each
constitute a typical Michaelis−Menten saturation curve but
with different origins: [rOtot] = 0 for RNase H and [rOtot] =
[dXtot] for RNase R. Thus, the overall degradation function has
a kink located at the total concentration of dX, where RNase R
kicks in (Figure 2A, middle). When the maximum rates and
switching thresholds for production and degradation curves are
approximately matched, the resulting steady-state RNA output
level shows a sigmoidal inhibitory response with respect to RNA
inputs, although the transition region contains a kink (Figure 2A,
right). In principle, the kink within the transition region may not
exist depending on the total concentration of dX.
A repeater utilizes some of the same modular design motifs

as an inverter (Figure 2B). The repeater design used indirect
activation by an RNA activator, rather than using RNA to
directly bind and activate a ssDNA promoter for a couple of
reasons (see “Sequence Design” for details). Like an inverter, a
repeater also contains a DNA template T and a DNA activator
A. However, the repeater has an extra component, a DNA
inhibitor (“dI”). Much like the RNA inhibitor rI of an inverter,
the DNA inhibitor dI can bind to free A (“DNA annihilation”)
or strip off A from the ON-state T·A complex to produce the
A·dI complex and the OFF-state switch T (“inhibition”). The

input of the repeater, an RNA activator, “rA”, is a single-
stranded RNA that can bind to free dI (“RNA annihilation”) or
strip off dI from A·dI to form the rA·dI complex (“release”).
Then, the released A can bind back to T and turn the switch
ON. Unlike the inverter, the initial concentrations of T and A
should be about the same, while the initial concentration of dI
should be in excess of A to provide the activation threshold for
rA. The input rA will first react with free dI and then strip off dI
from the A·dI complex, and the remaining rA (if any) will be
free in solution.
Overall, the fraction of ON-state switch in a repeater and,

consequently, the output production rate, is a sigmoidal
activation function of its RNA input, rA (Figure 2B, left).
The degradation function of a repeater is identical to that of an
inverter (Figure 2B, middle). Therefore, the resulting steady-
state RNA output level shows a sigmoidal activation response
with respect to RNA input with a (possible) kink within the
transition region (Figure 2B, right). As in the case of the
inverter, the repeater’s regulatory domain and output domain
are modular, allowing for independent sequence choices for the
RNA input and RNA output. Furthermore, the inverter and
repeater switches can be implemented together as modular
components within a circuit;38,39 however, while a given RNA
signal species can regulate multiple downstream switches, due
to the difference in domain structures for activators and
inhibitors, it must either act as an activator for all of its target
switches or as an inhibitor for all of its target switches. With this
caveat, which could probably be overcome with minor
modifications to our design, our modular construction can be
applied systematically to implement arbitrarily complex circuits.

Sequence Design. The challenge of designing sequences
for a functional repeater lies in accommodating desirable hybrid-
ization reactions outlined above and avoiding side reactions and
crosstalk. The sequence design for a repeater needs to satisfy both
thermodynamic and kinetic constraints: the RNA activator rA
should have the desired regulatory influence on the state of a
repeater switch through sequence-specific hybridization reactions,
ideally on a faster time scale than that of its own production and
degradation.
Sequences of the repeater components were chosen to

minimize alternative folding47 and spurious interactions.48,49

Utilizing the modularity of synthetic switch designs, several
domains were adapted from previous work,37 e.g., the binding
domain of the OFF switch template to the activator (27 bases)
and the toehold of the activator (9 bases). The 3′ end hairpin
structure (16 bases) of the RNA output improves transcription
efficiency and also decreases self-coded extension of RNA
transcripts by RNAP.50 The sequences of T, A, dI, rA, and their
complexes are shown in Figure 3. (Note that the sequence of
the RNA output, rO, is identical to the RNA input, rA, because
this design will be used as a self-activating switch in the system-
level experiments below; however, for the time being we will
focus on reaction mechanisms that are generic to the repeater
motif as it could be used in arbitrary circuits.)
We chose to implement a repeater using indirect activation

by an RNA activator, rather than using RNA to directly bind
and activate a ssDNA promoter for two reasons. First, although
weak transcription from an RNA/DNA hybrid promotor may
be possible,51 RNA output from the T7 promoter has to start
with “GG”,52 which cannot fit into the missing promoter
region, even if we shift the nick position slightly. (Not using the
first few nucleotides of the transcript for promoter binding
would relieve this sequence constraint but would result in a
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single-stranded tail at the nick in the promoter, potentially
disrupting transcription further.) Second, in case we use an
RNA activator directly, the abortive transcripts (typically the
first 8−13 nt of RNA transcript), which are more abundant
than full-length transcripts,53 could bind spuriously to the
promoter region, competing with the intended RNA−DNA
interaction at the promoter. The abortive transcripts are also
produced in our current switch design; however, we did not use
those initial RNA sequences or their complements for the signal
propagation, minimizing interference by abortive transcripts.
Because we implemented indirect activation by RNA inputs,

the RNA activator rA and the DNA activator A share common
sequence domains. Thus, a T·rA complex is expected to form
when both T and rA are available (“interfering”). However, it is
not desirable if an excess of rA interferes with the hybridization
reaction between T and A. Thus, we implemented a staggered
design, where the A·dI complex leaves 5 bases of A in single-
stranded form (colored light blue in Figure 3) and the rA·dI
complex leaves 4 bases of dI in single-stranded form (colored
dark blue in Figure 3), resulting in a total 9 base-pair difference
between the proper ON state, T·A, and the interfering complex,
T·rA. These modifications allow A to strip off T from T·rA
(“recovering”) and dI to strip off rA from T·rA (“recapturing”)
quickly and thermodynamically favorably (see Figure 4).
We chose the sequences and lengths of the binding domains

for T, A, dI, and rA such that the predicted standard free energy
changes for hybridization reactions ensure that each desired
reaction is thermodynamically favorable. Specifically, the
standard free energies of formation (ΔG°) for complexes are pre-
dicted to be in the following order: rA·dI < A·dI < T·A < T·rA,

where lower values are more favorable (Figure 4, inset). These
energies were estimated using the standard nearest-neighbor
model with DNA−DNA parameters54 for the formation of T·A
and A·dI complexes and RNA−DNA parameters55 for the forma-
tion of T·rA and rA·dI complexes. Since the two strands that form
the template T do not separate from each other in any of the
considered reactions, the free energy of T itself may be (and was)
ignored. (See Methods for details.) Note that starting complexes
for strand displacement reactions (T·rA, T·A, and A·dI for
recovering and recapturing, inhibition, and release, respectively)
contain single-stranded overhangs (toeholds) to which the
incoming strands (A and dI, dI, and rA, respectively) can bind
to initiate branch migration, thus ensuring that the desired
reactions are not only thermodynamically favorable but also
kinetically fast.43,44

Reaction Mechanism Validation. To test whether our
sequence design strategies resulted in the desired reaction
pathways, a gel-based assay was used that can validate the exist-
ence of reaction pathways but gives only qualitative information
on reaction kinetics. The hybridization reactions and strand
displacement reactions for switch components are validated by
running different combinations of T, A, dI, and rA in a non-
denaturing gel (Figure 4). For the gel analysis, we used 50 nM
of T, 500 nM of A, 700 nM of dI, and 500 nM of rA such that A
is in excess of T, dI is in excess of A, and the sum of A and rA is
in excess of dI. The two single-stranded species comprising T
were annealed prior to mixing with other single-stranded
species. The indicated components were simultaneously mixed
in a test tube at room temperature and were allowed to sit for at
most 5 min before being subjected to a non-denaturing gel.

Figure 3. Sequences of DNA and RNA species of a self-activating switch. The sequence domains are color-coded to indicate identical or
complementary sequences. The switch template T consists of two single-stranded species T-nt and T-t annealed together (see Methods for details).
Although we simply colored the output domain of switch template coding for the RNA output (“rO” in Figure 2) red, this sequence is identical to
the RNA input “rA” because we constructed a self-activating switch.
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When T and A were mixed together, A bound to T, resulting in
a well-defined band of T·A complex (lanes 1 vs 2: activation).
When T, A, and an excess of dI were mixed together, only T
and A·dI complex were observed, implying that dI can bind to
A and also strip off A from T·A (lanes 2 vs 3: annihilation and
inhibition). Of note, the single-stranded A and dI migrated
faster than the 30-bp marker and were not visualized in the gel.
Also, when rA and T were mixed together, rA bound to T and
formed an interfering complex T·rA, which migrated slower
than T·A complex (lane 4: interfering). However, when all four
components were mixed together with the sum of A and rA
concentrations in excess of dI, the T·rA complex was no longer
visible, while T·A and rA·dI complexes were observed, implying
that A and dI can strip off rA from T·rA and dI can bind to rA
(lanes 4 vs 5: recovering, recapturing, and annihilation).
Moreover, it is also implied that rA can bind to dI and strip

off dI from the A·dI complex and release A, which in turn binds
to T, resulting in a T·A complex (lanes 3 vs 5: annihilation,
release, and activation). We did not observe a noticeable A·dI
band in lane 5 (roughly 200 nM would be expected), indicating
that the concentration of rA may have been underestimated.
The apparent completion of all reactions within the allotted
5 min prior to loading on the gel is qualitatively consistent with
the expected kinetics for DNA hybridization and toehold-
mediated strand displacement reactions. (The reported
measurements are in the range of 105 to 106/M/s.43,56,57)
Three types of enzyme reactions were separately charac-

terized (Figure 5). As desired, RNAP could efficiently
transcribe rA from an ON-state template, T·A, while tran-
scription was barely detectable from an OFF-state template, T,
even after 3.5 h of incubation (Figure 5, top). In this case, since
dI was not provided in the transcription reaction, we do not
expect to observe autoregulation. RNase H could degrade rA
when both rA and dI were present, but no degradation of rA
was observed without dI (Figure 5, middle). Thus, RNase H
degrades RNA that are hybridized with DNA, but not RNA free
in solution. RNase R could degrade about 4 μM rA within
210 min; however, 1 μM of rA was left over after the same
amount of time when 4 μM of rA was mixed with 1 μM of dI
(Figure 5, bottom). Thus, RNase R degrades single-stranded
RNA, but not RNA within RNA−DNA hybrid complexes.
Taken together, our sequence design resulted in the desired

fast hybridization and strand displacement reactions among
switch components, with enzyme reactions providing produc-
tion and degradation of RNA regulatory signals. Note, however,
that it is not clear whether there is a well-defined time-scale
separation for enzyme reactions and hybridization or strand
displacement reactions; this time-scale separation was assumed
for the piecewise-linear response of the switch to the input
signal (cf. Figure 2B). As with the response characteristics of
inverters,37 we expect that the sharp switch response of the
repeater will likely be somewhat smeared out in the case of fast
enzyme-mediated turnover of signals. Therefore, when setting
enzyme and DNA concentrations to obtain desired circuit
operation, one must strike a balance between the speed of the
switch’s response (high enzyme concentrations) and the
sharpness of its transition (low enzyme concentrations).

System-Level Characterization of Bistability. We have
thus far verified each elementary reaction required for a func-
tional repeater. To demonstrate the functionality of a repeater
in the context of a circuit, we chose to implement, with a single
self-regulating repeater switch, a bistable latch whose function is
similar to that of the two-node network developed in ref 37.
The construction of a self-activating switch is straightforward as
it only requires the RNA output rO to be identical to the RNA
input rA, as shown in Figure 3, and therefore, we call the RNA
output “rA” henceforth. The target of the RNA output, dX, is
now the DNA inhibitor, dI. Beyond demonstrating an inter-
esting circuit, the construction serves as an initial test of the
sufficiency of the non-quantitative mechanism characterization
for predicting system-level behavior.
We explored the self-activating switch behavior under two

different enzyme settings, with both RNase H and RNase R or
with RNase H only. As a single-strand specific RNA exonuclease,
RNase R is promising for reducing incomplete degradation
product (“waste”) and potentially helping establish predictable
system behaviors. On the other hand, RNase R presented
experimental challenges including not being commercially
available at the time of experiment. Further, excluding RNase

Figure 4. Validation of DNA and RNA hybridization reactions in a
repeater switch. Schematic representations of simple hybridization
reactions (red boxes) and of strand displacement reactions (orange
boxes) are shown. The three reactions with dashed outlines are not
included in our mathematical model (see Box 1). Note that all
reactions are thermodynamically driven and that toehold-mediated
branch migrations provide fast kinetic pathways for the strand
displacement reactions. (The inhibition and release reactions, being
examples of “toehold exchange”,44 are reversible despite being biased
forward; however, the reverse reactions are not modeled.) A non-
denaturing gel was used to analyze the results of such hybridization
and strand displacement reactions in the absence of enzymes (top
right). The red labels indicate the constituents loaded in each lane.
The leftmost lane contains a 10 base-pair ladder. The blue labels on
the right indicate corresponding single-stranded species and
complexes. Single-stranded A and dI bands do not appear because
they have run off of the gel.
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R eliminates the kink within the degradation function and possibly
allows for a simpler quantitative analysis of switch dynamics.
First, let us consider the case with both RNase H and RNase

R in the system. The production and degradation curves shown
in Figure 2B can now be interpreted as the production and
degradation curves of the RNA activator rA as functions of its
own concentrations. The intersections of production and
degradation curves thus indicate the steady states where total
rA concentrations remain constant, and where and how they
cross will dictate whether the self-activating switch shows
monostable or bistable behavior. If the production and degrada-

tion curves cross at a single stable fixed point, a monostable ON
state or a monostable OFF state will be achieved (Figure 6A,
left and center). If an unstable fixed point exists, where a slight
increase in rA drives further rA production and a slight decrease
in rA drives further rA reduction (Figure 6A, right), the system
will show bistable behavior with the threshold set at this
unstable fixed point. In that case, the switch states approach
either of the two stable steady states, completely ON or OFF,
depending on the initial concentration of rA.
Next, we consider the case with RNase H but without RNase R.

Since the degradation curve by RNase H alone is insensitive

Figure 5. Validation of enzyme reactions in a repeater switch: (left) reaction diagrams, (middle) denaturing gel analysis, (right) measured RNA level
from gels. For the denaturing gels, the leftmost lanes contain 10 base ladders and the templates or substrates for enzymes are indicated by red labels
on the top of the gels. Samples in lanes 1−4 (and also for lanes 5−8) were taken from the same reaction tube at different time points (0, 10, 40, and
210 min). The sample in lane 9 of the gel analyzing the RNAP reaction (*) contained a half volume of that loaded in lane 8 to
avoid SYBR gold signal saturation. Control lanes have purified rA at the indicated concentrations. Nominal enzyme concentrations are as follows:
[RNAP] = 33.4 nM, [RNaseH] = 0.168 nM, and [RNaseR] = 0.336 nM.

Figure 6. Bistability of a self-activating switch using both RNase H and RNase R. (A) Schematic production and degradation curves and dynamics of
a self-activating switch. Depending on the locations and stabilities of fixed points, two types of monostable behaviors or a bistable switch behavior are
expected. Green dashed lines mark [rAtot] = [dItot] − [Atot], where the switch is fully OFF; orange dashed lines mark [rAtot] = [dItot] − [Atot] +
[Ttot], where the switch is fully ON; purple dashed lines mark [rAtot] = [dItot], where RNase R kicks in (cf. Figure 2B). (B) A denaturing gel analysis
to test bistability of a self-activating switch. Lanes 1−12 show the results from 12 separate reactions. The reaction conditions are as follows: [Ttot] =
50 nM, [Atot] = 90 nM, [dItot] = 1000 nM, [RNAP] = 66 nM, [RNaseH] = 0.7 nM, and [RNaseR] = 0.23 nM, with variable initial rA concentrations
([rAtot] = 0, 0.1, 0.2, ..., 1, and 3 μM). After 120 min, all reactions were stopped and subjected to denaturing gel analysis. Control lanes have purified
rA at the indicated concentrations. Brackets marked “w” indicate incomplete transcription products and degradation products. (C) The measured final
concentrations of rA from the denaturing gel in panel B. Black dashed line marks the points where the initial and final rA concentrations coincide.
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to the change of rA concentrations beyond the total
concentration of its binding target dI, even when an unstable
steady state exists, the production and the degradation curve
may not cross at the high steady state (Figure 7A, inset). In this
scenario, the behavior of the switch state may still be bistable,
but in the high state the rA concentration will grow without
bound, which makes the system more latch-like.
For both enzyme settings, whether the switch is bistable or

monostable depends not so much on the physical nature of
molecular components but rather on the features set by con-
tinuously tunable concentrations, such as the output amplitude
and the activation threshold.
We first experimentally demonstrated bistability of the self-

activating switch operating in the presence of both RNase H
and RNase R (Figure 6). When the self-activating switch was
subject to transcription and degradation reactions with a wide
range of initial rA concentrations, the final rA concentrations
reached two distinct states after 2 h: almost 0 nM or higher
than 600 nM. Thus, the self-activating switch showed bistable
behavior as expected.
However, the experimental results deviated from an idealized

circuit behavior in two ways: a low switching threshold and
non-constant ON-state outputs. First, the switching threshold
lay between 600 and 700 nM of rA in the experiment while the
expected threshold from idealized production and degradation
curves lay between 910 and 960 nM of rA for the case shown in
Figure 6B (cf. green and orange dashed lines in Figure 6A).
This discrepancy may be explained by the “burst phase” in
enzyme kinetics,58 which could initially produce extra RNA trans-
cripts and effectively decrease the apparent switching threshold for
initial rA concentrations. Second, the ON-state output levels were
not constant, in contrast to almost identical OFF-state output
levels. For the largest input (3 μM rA), the initial excess RNA
was indeed reduced to the presumed steady-state level of roughly
1.1 μM, but for ON-state inputs of 1 μM or less the final output
concentrations were roughly the same as the input concentrations.

This could be explained by slow production and degrada-
tion kinetics near the steady state. On the other hand, the
measured rA output levels were as low as 600 nM when more
than 960 nM of rA would be required to maintain a fully ON
state in the idealized model. RNase R was present to clean up
the incomplete single-stranded degradation products by RNase
H. Nevertheless, incomplete degradation products accu-
mulated over time (Figure 6B, brackets marked “w”). Thus, it is
possible that some portions of these incomplete degradation
products still function much like an intact rA, e.g., rA without the
hairpin region at the 3′ end, suggesting that under these circum-
stances the ef fective amount of activator may have in fact been
closer to 960 nM.
To test bistability in the absence of RNase R, we monitored

the kinetics of the switch response through real-time fluores-
cence measurement (Figure 7). In these experiments, the 3′ end
of A is labeled with a Cy5 dye and the 5′ end of dI is labeled
with an IowaBlack-RQ quencher such that the fluorescence is
low when the A·dI complex is formed due to fluorescence
quenching,59 while the fluorescence is high when A is free or
within the T·A complex (Figure 7A). Of note, fluorophore-
quencher interactions can stabilize the resulting complex,
A·dI.59 (In preliminary work, we observed mild to severe differ-
ences between fluorophore-labeled strands and their unlabeled
twins, depending on the fluorophore used.) We initiated the
reaction with four different rA concentrations and measured how
the system approached different steady states (Figure 7B). The
fluorescence traces reached either a maximum signal, which
implied a completely ON state, or a minimum signal, which
implied a completely OFF state. The fluorescence monitoring
indicated that the self-activating switch quickly approached
steady state and that both fully ON and OFF cases were stable.
At the same time, the dynamics of the RNA signal was deter-
mined by taking samples at different time points and measuring
the total rA concentrations by gel (Figure 7C,D). The high
fluorescence traces (magenta and blue) corresponded to greater

Figure 7. Bistability of a self-activating switch with only RNase H. (A) Schematic reaction diagram (cf. Figure 2B). Here, the activator A is labeled
with Cy5 fluorophore (red circle) and the inhibitor dI is labeled with IowaBlack-RQ quencher (black circle) for real-time monitoring of switch states
by fluorescence. A possible arrangement of production and degradation curves is shown as an inset (cf. Figure 6A). Green dashed line marks [rAtot] =
[dItot] − [Atot]; orange dashed line marks [rAtot] = [dItot] − [Atot] + [Ttot]. (B) Time-courses measured by fluorescence. The reaction conditions
were 48 nM of [Ttot], 145 nM of [Atot], 1500 nM of [dItot], 16.7 nM of [RNAP], and 1.68 nM of [RNaseH] with the initial rA concentrations at 0,
550, 1350, and 1750 nM (colored red, green, blue, and magenta, respectively). The enzymes were added at time 0 (black dashed line). Normalized
fluorescence signals were used to determine the fraction of A that is not bound to dI. (C) Time courses of [rAtot] measured by denaturing gel. The
colors correspond to those of fluorescence traces in panel B. (D) One of the denaturing gels used for measurements shown in panel C: lanes 1−5
correspond to samples marked green in panel C; lanes 6−10 correspond to magenta in panel C. The rA concentrations were measured with respect
to the purified rA bands in the control lanes.
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than 2 μM final rA levels, but the low fluorescence traces (green
and red) corresponded to about 0.5 μM final rA levels. Thus,
we achieved bistable behavior in both switch and RNA signals,
with the caveat that the high rA output level is (in principle)
not bounded.
Quantitative Modeling and Prediction. By virtue of its

programmability with quantifiable elementary reactions operat-
ing in a simple environment, in vitro transcriptional net-
works offer a promising testbed for evaluating modeling and
analysis methods for synthetic and systems biology. Despite its
importance, there are a limited number of studies that address
the non-identifiability of high-dimensional multiparameter
nonlinear models that typically arise in complex models of
living organisms60−62 and fewer still that examine this issue in
the context of synthetic biology.63,64 Here, using the self-
activating switch as an example, we provide evidence that
Bayesian inference can be used effectively to find parameter set
ensembles for detailed biochemical models and make reliable
predictions with confidence intervals, especially when the
mathematical model was constructed on the basis of detailed
mechanistic understanding of elementary reactions.
In the context of in vitro self-activating switch, the following

questions can be investigated by mathematical modeling and
analysis. First, are the elementary reactions described in
Figures 4 and 5 sufficient to explain the system behavior?
Second, how fine-tuned do the rate constants have to be to
achieve bistability? Third, would the model biochemical
reaction network be able to “learn” from a small subset of
training data to predict other experimental results? To address
these questions, we constructed a simple mathematical model
for the self-activating switch that uses four ordinary differential
equations. The dynamics of each DNA and RNA species were
derived from elementary hybridization and strand displacement
reactions described in Figure 4, assuming Michaelis−Menten
enzyme kinetics for enzyme reactions described in Figure 5
(see Box 1).66,67 Note that the concentration of “interfering
complex” T·rA was assumed to be negligible, and thus,
“interfering”, “recovering”, and “recapturing” reactions were
not included. Initial simulation results showed that a bistable
switch response can be achieved with plausible rate parameters
similar to a previous work.37

To test whether our mathematical model, with parameters
tuned to match a relatively small number of experiments, is
predictive of system behavior for a wider range of parameter
choices, we need separate training and test data sets. A
sufficiently rich training set is needed to constrain parameters
effectively. The training set was obtained by measuring final rA
concentrations for self-activating switches initialized with a wide
range of rA concentrations and three different dI concen-
trations as switching thresholds (Figure 8A, red, blue, and green
circles). As expected from the idealized production and
degradation curves in Figure 7A, adjusting dI concentrations
shifted the threshold of switching accordingly. Below the
apparent switching threshold, final rA concentrations were
about 0.5 μM, while well above the threshold, final rA
concentrations exceeded 2 μM.
Two separate test data sets were prepared to assess how well

our mathematical model, after constraining the model
parameters using only the training data, can generalize to
novel experimental conditions. The first test set was the time-
course experiment presented in Figure 7, where both the switch
state and rA concentrations were monitored (Figure 8B). The
second test data set was prepared to analyze the sensitivity of

bistability with respect to each experimental variable by
systematically varying the template ([Ttot]), activator ([Atot]),
inhibitor ([dItot]), and enzyme concentrations ([RNAP] and
[RNaseH]); for each chosen value of an experimental variable,
the reaction was initiated with either a high or low amount of
rA (730 nM vs 0 nM), and the final rA concentration was
recorded (Figure 8C).
To find suitable values for the set of 11 parameters in our

model (Box 1), we used a Monte Carlo Bayesian inference
approach that results in an ensemble of parameter sets that are
compatible with the given data within noise bounds.60 Because
relationships among parameters and experimental observables
are inherently non-unique,68 in order to make useful
predictions, the model’s behavior with all parameter combina-
tions consistent with the available data needs to be analyzed,60

ideally generating model predictions with quantifiable con-
fidence intervals.
Here, we briefly describe the Monte Carlo Bayesian inference

approach to find an ensemble of parameter sets, loosely
following ref 60. (See Supporting Information for details.) We
define the cost function as

∑= −
=

E ([rA] [rA] )
n

N
n n

1
exp
final,

sim
final, 2

where the concentration of rA is measured at 210 min in
micromolar scale both for the experiment and simulation (n =
experiment number, N = 50). We chose σ = 0.25 μM as a
reasonable estimate of the standard deviation of repeated
experimental measurements. Let θ⃗ be a 11 × 1 vector of logs of
model parameters, so that a uniform a priori distribution on θ⃗
coincides with our expectation that biochemical rate constants
and equilibrium constants frequently vary over many orders of
magnitude. Then if we assume Gaussian random measurement
errors and perform Bayesian inference, the conditional
probability of our model (M) with parameter set θ⃗ given
observed data (D) will be
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Our goal then is to generate a thermal ensemble of parameter
sets consistent with a Boltzmann distribution with “energy” E
and “temperature” T = 2σ2 in units where Boltzmann’s constant
is unity. Twelve sampling trajectories with 440,000 iterations
each were generated from random initial conditions followed
by a random walk obeying Metropolis criteria, i.e., the
acceptance probability for a move in a random direction was
P = 1 if ΔE < 0 and P = e−ΔE/T if ΔE > 0. By analyzing the error
history (Supplementary Figure S1) and autocorrelation
functions (Supplementary Figure S2), the initial 50,000
iteration steps were discarded as not being in equilibrium;
thereafter parameter sets were sampled every 50,000 iterations
to ensure statistical independence.
The resulting ensemble of 96 independent parameter sets fit

the experimental training data and are compatible with
experimental noise (Figure 8A). Furthermore, they can be
used to make ensemble predictions for novel experimental
conditions, for example, “predicting” the time-course experi-
ments of Figure 7B,C (which were not part of the training
data). As shown in Figure 8B, the experimentally measured
fluorescence signal from A (monitoring switch states) and
sampled rA concentrations were close to the ensemble average
prediction of the model. Not surprisingly, individual predictions
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showed large variability in the switch response time-courses,
possibly because the training data set contained information on
rA concentrations at a single time point only. This illustrates

that the parameter sensitivity depends on the context of
experiment and types of experimental data available, i.e., the
final rA measurements were simply not able to constrain

Box 1. A simple kinetic model for the self-activating switch
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hybridization rate parameters effectively. Note that, for the two
ON-state switch conditions, the experimentally measured rA con-
centrations did not increase indefinitely as the model predicted,
but seemed to reach a high steady state; we shall address this
discrepancy between the model and experiment later.
To further test the sensitivity of system behavior to experi-

mental variables (DNA and enzyme concentrations) and to
validate the predictive power of our mathematical model, we
systematically varied these experimental variables and com-
pared with simulation results using the ensemble parameter set
(Figure 8C). Bistability versus monostability was qualitatively
assessed for each experimental variation by running two
experiments, one with an initial rA concentration of 730 nM,
and one with 0 nM initially. If, after 210 min, both experiments’
final rA concentrations are high, then these experimental con-
ditions are deemed “monostable ON”; if both final rA con-
centrations are low, we say it is “monostable OFF”; while if the
former is high yet the latter is low, we say it is qualitatively
“bistable”. (Note that for monostable ON runs, the final rA
difference was typically near 730 nM because the degradation
machinery was saturated.) All three types of outcomes were ob-
served for each experimental variable explored. The experi-
mental results were in reasonably good agreement with the
model ensemble average prediction for final rA concentrations

despite high variability in individual predictions. Although the
switch states were not measured experimentally, the ensemble
average model prediction suggested that the self-activating
switch would have reached distinct final switch states, indicating
bistability, for roughly 2-fold changes of most experimental
variables around their default values (Figure 8C).
Given its simplicity, our model predicted the dynamics of the

switch surprisingly well. We only included the main hybrid-
ization and enzyme reactions that constituted our design inten-
tions, excluding the off-pathway “interfering”, “recovering”, and
“recapturing” reactions as well as any other undesired crosstalk
between DNA or RNA species. Notably, the training data
(Figure 8A) only gives information about how the final [rAtot]
depends on the initial [rAtot] and [dItot], providing very weak
kinetic constraints on the model. Thus, most parameters were
under-constrained by design. Nonetheless, qualitative (and some-
times quantitative) predictions were made accurately for a variety
of novel experimental conditions (the test data, Figure 8B,C),
including the time evolution of the RNA signal and switch state.
This suggests that the intended reaction pathways, used to con-
struct the model, are dominant ones in the system dynamics.
The result here highlights an advantage of using mechanistic

models over phenomenological models (e.g., Hill functions) or
“black box models” (e.g., neural networks): mechanistic models

Figure 8. Quantitative measurements and model prediction of the self-activating switch dynamics. A total of 96 sets of ensemble model parameters
were selected from fitting a simple kinetic model to the experimental results of panel A. Experimental results in panels B and C are used as test cases
of model prediction. Each panel shows experimental measurements (circles), individual predictions from the model (thin lines), and ensemble
average model predictions (thick lines). (A) The training data set. The circles are gel measurements of final [rAtot] at 210 min. All reactions
contained 48 nM of [Ttot], 145 nM of [Atot], 16.7 nM of [RNAP], and 1.68 nM of [RNaseH]. The concentration of dI was varied as follows: [dItot] =
1.13 μM (red), 1.45 μM (blue), or 1.87 μM (green). (B) Predicted time courses of switch states and rA concentrations. The experimental results are
from Figure 7B,C; the experimental conditions are different from those in panel A in that [dItot] = 1.5 μM. (C) Predicted sensitivity of bistability to
experimental variables. The default set of experimental conditions were identical to those colored red in panel A and marked as black dashed lines.
(Top) In each panel, a series of experiments varying a single experimental variable was performed, and the final concentration of rA after 210 min
was recorded using an initial rA concentration of 0 nM (red) or 730 nM (blue), respectively. (Bottom) Bistable switch responses are predicted by
simulation for variations of experimental variables around their default values.

ACS Synthetic Biology Research Article

dx.doi.org/10.1021/sb300018h | ACS Synth. Biol. 2012, 1, 299−316309



allow us to incorporate considerable prior knowledge about the
system and thus can be used to predict the system behavior under
novel conditions. A case in point is the reasonable prediction of
sensitivity on the variation of [Atot] (Figure 8C). Phenomeno-
logical or black box models without prior mechanistic knowledge
on the dependence of the switching threshold on [Atot] would
likely perform poorly for this task, given that no such information
is available from the training data.
Mechanistic biochemical models are sometimes avoided

because, relative to phenomenological models for example, they
often have many parameters that are poorly constrained by the
experimental data, putting the inferred parameter values and
model predictions in question.61 Indeed, when we chose the
very best 26 parameter sets from our simulation runs (rather
than the 96 independent samples from the Boltzmann distri-
bution with the temperature matched to the experimental
noise), we found that their errors on the training set were nearly
indistinguishable, but their parameter values and predictions were
nearly as variable as for the Boltzmann ensemble. This gives us
insights into the difference between the Bayesian ensemble
approach and the more common practice of using a single least-
squared-error (LSE) parameter vector: whether due to overfitting,
multiple local minima, or imperfect numerical optimization, using
a single LSE parameter vector is analogous to choosing just one of
the fitting or prediction curves for each experiment in Figure 8,
and a random choice is likely to be quite far from the ensemble
average. To put it another way, the Bayesian ensemble approach
makes mechanistic biochemical models practical despite their
poorly constrained parameters.61 This allows one to take advantage
of the structural information implicit in the mechanistic model, even
when the individual characterization of each reaction mech-
anism is coarse (as it was in this study) or even nonexistent.
Nonetheless, some predictions were qualitatively wrong for

all parameter sets in the a posteriori ensemble. These prediction
errors may point to omissions in the model. As an example, for
the time evolution of the RNA signal (Figure 8B, right), the
model predicted that the upper two reactions would reach a
state in which [rAtot] keeps increasing, while in the experiment,
these two reactions seemed to converge to a steady state.
Whereas exhaustion of the buffer introduced nonidealities in
some previous transcription/translation systems,17 prior studies
of genelet systems showed stable behavior for as long as 20 h,38

making that explanation unlikely here. A possible explanation is
that incomplete degradation by RNase H, as observed in
previous works,37,38 yields short fragments of rA that
accumulate during the reaction: at high concentrations of
these short products, product rebinding to the transcription
initiation complex of RNAP may decrease transcription rates.69

As another example, the model predicts a stronger sensitivity to
RNase H concentration than was observed (Figure 8C,
rightmost panel). Incomplete degradation fragments may also
provide an explanation for this discrepancy. These shorter
oligonucleotides could also bind to dI and thus compete for the
degradation by RNase H, decreasing its effectiveness. Mathe-
matical modeling in ref 38 indicated that the accumulation of
waste products could induce measurable differences in system
dynamics within a few hours. Thus, in contrast to pheno-
menological and black-box models, mechanistic models can be
readily interpreted and can directly suggest experiments that
would refine or augment the model.
Now, we turn our attention to how effectively the parameters

were constrained from the training data set. The log-scale param-
eter values for all 12 sampling trajectories of 390,000 iterations

(after the 50,000 transient iterations were discarded because
they did not reach equilibrium during Boltzmann sampling) are
plotted as histograms (Figure 9A); the 12 histograms for each
sampling trajectory showed similar distributions irrespective of
the starting point. Except for a few enzyme parameters,
individual parameters for the mechanistic model are poorly
constrained. This may not be surprising given that the type of
measurement in the training data (final [rAtot] only) is quite
limited, but it is somewhat surprising in that, despite the order-
of-magnitude variations within the parameter ensemble, the
ensemble’s fits remain consistent with the experimental training
data (within measurement noise) and the predictions also, for
the most part, are quite constrained. To identify important
parameter combinations that can explain most of the variability
in the inferred model parameters, as well as those that must be
precisely respected in order to obtain the accurate fits to the
data, we performed mode spectrum analysis for ensemble
parameter sets as outlined in refs 60 and 61. In this way,
ensemble Bayesian analysis goes beyond classical “one-factor-at-
a-time” sensitivity analysis.70

Specifically, one can construct an empirical covariance matrix
Θ from the ensemble of parameters {θ⃗j}j = 1

S (S = 96),

θ θ θ θΘ = ⟨ ⃗ − ⟨ ⃗⟩ ⃗ − ⟨ ⃗⟩ ⟩( )( )T

where the angle brackets denote ensemble average. Consider θ⃗
as Gaussian random vector of size 11 × 1, then its joint
probability density function is given by
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Recall that θ⃗ was sampled according to a Boltzmann
distribution with cost function E/T. Assuming that the
ensemble average ⟨θ⃗⟩ corresponds to the minimum of the
cost function E/T which should be approximately quadratic in
the vicinity of the minimum, the Hessian H defined as the
second derivatives of E/T (Hij = ∂

2(E/T)/∂θi∂θj) can be used
to approximate the shape of the cost surface:
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Comparing terms in P(θ⃗), we can see that in this approxi-
mation H = Θ−1 (see Supporting Information for details, cf.
ref 71). An eigenvalue and eigenvector decomposition of the
covariance matrix, called principal component analysis (PCA),
tells us the directions along which θ⃗ varies most, as each
eigenvalue is equal to the variance of θ⃗ projected onto the
corresponding eigenvector.72 For parameter inference, we are
most interested in the directions of least variability, which corre-
spond to the smallest eigenvalues of Θ, and so it is conventional to
instead perform PCA on the inverse of the covariance matrix (H),
where the largest eigenvalues now correspond to the “stiff modes”
of the parameter ensemble, while the smallest eigenvalues corre-
spond to the “soft modes”. (If Θ = V·Λ·V−1 where V is a matrix of
eigenvectors and Λ is a diagonal matrix containing the eigenvalues,
then H = Θ−1 = V·Λ−1·V−1, and the eigenvalues of H are just the
inverses of the eigenvalues of Θ.)
For our analysis, the eigenvalues of the inverse of the empirical

covariance matrix and their associated eigenvectors are shown in
Figure 9B, listed (from 1 to 11) in order of decreasing eigenvalue,
i.e., from stiff to soft. These results show that the eigenvalue
spacing is almost uniform in log space; there is no clear cutoff
between stiff and soft eigenvalues. When the full set of parameters
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from the sampling trajectories (the same as in Figure 9A) are
replotted after subtracting the mean (in log space) and projecting
onto each eigenvector, the variances of the resulting distribu-
tions increase from the stiffest to the softest modes as expected
(Figure 9C), indicating that the selection of 96 independent
parameter sets used for PCA was indeed representative of the full
set of Boltzmann samples. These “sloppy model” features have
been observed in many other high-dimensional multiparameter
nonlinear models,60 as typically encountered in models for bio-
chemical regulatory networks in biological organisms.61

By analyzing the mode associated with each eigenvalue, we
can obtain valuable information on which parameters are well
constrained, which vary together, and which are unconstrained.
Although the eigenvector projections are the weighted linear
combinations of all 11 parameters, we found that typically only
a few parameters significantly contributed for any given eigen-
vector projection; white-colored entries for eigenvector matrix V in
Figure 9B indicate negligible contribution. If two log-valued
parameters, say, log(X) and log(Y) contribute to and have
opposite signs in a stiff eigenvector, the training data effectively

constrains log(X/Y), and therefore X/Y but not X or Y
individually. If, instead, log(X) and log(Y) have opposite signs
in a soft eigenvector, a wide range of X/Y values could fit the
training data set equally well.
Consider the stiffest mode (mode 1) where eigenvector ele-

ments corresponding to KM,OFF, kcat,OFF, KM,H, and kcat,H con-
tributed significantly, with positive signs for kcat,OFF and KM,H

and negative signs for KM,OFF and kcat,H. The opposite signs
between KM,OFF and kcat,OFF indicate that these two values
change in opposite directions in mode 1, which would change
the OFF-state switch transcription rate significantly. (Since we
are using log-valued parameters, this eigenvector direction
amounts to log(kcat,OFF) and −log(KM,OFF) changing together,
corresponding to a change in log(kcat,OFF/KM,OFF); more
generally, coefficients in the eigenvector would correspond to
exponents in the product of (unmodified) model parameters.)
Similarly, the opposite signs between KM,H and kcat,H indicate
that these two values also change in opposite directions,
affecting the degradation rate significantly. Together, the stiffest
mode is captured by an increased OFF-state transcription rate

Figure 9. Histograms and mode spectrum analysis of the a posteriori parameter set distribution. For histograms, y-axes are in units of 100,000
samples. (A) The log-scale parameter values (θ⃗) for all 12 trajectories of 390,000 iterations of Monte Carlo sampling, plotted as histograms. The
x-axes are in log scale with the respective minimum and maximum values corresponding to the prespecified range of each parameter. The 12 initial
values for parameters are marked by red circles. The values after ‘× ÷’ symbol indicate the 95% intervals for the histogram ((97.5th percentile/2.5th
percentile)1/2). (B) Mode spectrum and eigenvectors from PCA of the inverse of the empirical covariance matrix Θ for the set of 96 independent
parameter samples. The natural log is used; eigenvector-eigenvalue correspondence is indicated by the mode numbers 1−11: small numbers
correspond to large eigenvalues (stiff modes), and large numbers correspond to small eigenvalues (soft modes). (C) Histograms for log-scale
parameter values projected onto the corresponding eigenvectors after subtracting the mean. Note that 1’s on the x-axes correspond to ⟨θ⃗⟩; the x-axes
indicate fold changes in the original parameter space. (D) Small and large variability for two-parameter combinations. Variations of these parameter
ratios lie in the direction of stiff modes in contrast to the corresponding parameter multiplications. (E) Histograms for approximate parameter
combinations for stiff modes as shown in panel C.
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with a decreased degradation rate and vice versa, i.e., a “leakiness/
degradation balance” (cf. Figure 9E for the approximate parameter
combinations deduced from eigenvector elements). The second
stiff mode (mode 2) was dominated by contributions from several
enzyme parameters: kcat,ON, KM,OFF, kcat,OFF, KM,H, and kcat,H.
Together, the signs of eigenvector elements corresponding to
these parameters indicate that this mode is captured by an
increase of the ON-state transcription rate with a correspond-
ing decrease of the OFF-state transcription and degradation
rates, i.e., a “production/degradation balance”. The third stiff
mode (mode 3) was dominated by contributions from KM,ON,
kcat,ON, and KM,OFF, i.e., the “ON-state transcription speed”.
Additional trends can be seen by projecting the eigenvectors

onto planes of paired parameters such as, e.g., kcat,ON and
KM,ON; eigenvectors in quadrants II and IV indicate those
reflecting the ratio, rather than product, of the parameters. As
seen in Supplementary Figure S3, the stiff modes tended to be
sensitive to ratios of enzyme parameters such as, e.g., kcat,ON/
KM,ON. Consequently, the variability over the Monte Carlo
parameter sampling trajectories are indeed small for natural
enzyme parameter ratios (Figure 9D). This should not come as
a surprise in that the “effective” enzyme rates are captured by
kcat and KM ratios rather than the individual parameters.
(However, it is not a trivial observation, as the KMs alone
appear in the formulas for enzyme concentrations, cf. Box 1.)
On the other hand, none of the hybridization rate parameters
showed significant contributions for the three stiffest modes.
We expect that the relative “stiffness” of the hybridization rate
parameters would likely have increased if the kinetic data on
switch states, e.g., Figure 7B, were also included in the training set.
Now we examine some of the soft modes revealed in the

eigenvector projections. The softest mode (mode 11) is mostly
captured by concerted changes of hybridization rate parameters
krAI and kAIrA, i.e., an “annihilation/release balance” (Figure 9B;
cf. Supplementary Figure S3). Similarly, the next soft mode
(mode 10) is mostly captured by concerted changes of kTA and
kAI (with smaller contribution from krAI and kAIrA), i.e., an
“annihilation/activation balance”. Consider the concerted
changes of kTA and kAI, which would affect the time-scale of
hybridization reactions among A and T and dI, but preserve the
relative distribution of A among its two binding partners T and
dI, and consequently preserve the switch states. On the other
hand, their changes in opposite directions would affect switch
states such that they are captured by more stiff modes (modes
4, 7, and 8); see Figure 9D and Supplementary Figure S3. Some
of the soft modes can be explained by concerted changes in
enzyme parameters, e.g., mode 9 is associated with preserving
the production rate, kcat,ON/KM,ON; this is expected because stiff
modes are orthogonal to soft modes. Of note, the highly asym-
metric nature of cost functions often present numerical challenges
in exploring soft modes as completely as stiff modes; therefore, the
stiffest few modes would in general agree better between different
sampling runs and approximation schemes.60

The ensemble parameter distributions and mode spectrum
analysis presented here highlight the advantages of the Bayesian
ensemble approach: high-dimensional multiparameter models
can be effectively analyzed and used for prediction. This con-
trasts with choosing a single best-fit parameter, which is
unlikely to result in accurate parameter estimation and accurate
predictions (even for synthetic and complete data60) and which
also would not be able to provide confidence intervals on param-
eter values and predictions. Therefore, the use of the Bayesian
ensemble approach together with detailed mechanistic models can

allow effective analysis of relationships among parameters with
respect to experimental data and offer effective generalization for
predicting experiments under novel conditions.

■ CONCLUSIONS
In this work we have designed and synthesized an activating
cascade for in vitro transcriptional circuits and demonstrated its
use as a single-switch bistable system. When a simple mech-
anistic model (that reflects only our design intentions) was
trained on limited data using a Bayesian ensemble parameter
approach, system sensitivities to DNA and enzyme concen-
trations were qualitatively and sometimes quantitatively
predicted using the ensemble parameter set, with confidence
intervals for parameter values and predictions.
This study is an example of the reductionist principle at work

for a nontrivial programmable biochemical circuit, proceeding
from high-level system specification down to low-level com-
ponent implementation then back up from component
properties to system-level behaviors. In comparison to the
bistable circuit comprising two mutually inhibiting switches,37

the self-activating switch shown here is simpler (four strands vs
six) but more delicate to design: DNA hybridization reactions
can no longer be made arbitrarily strongly favored and irreversible
and it is difficult to eliminate spurious reactions such as
“interfering”, “recovering”, and “recapturing”. Fortunately, due to
the predictable structure and kinetics of nucleic acids, it is
straightforward to evaluate component-level interactions computa-
tionally and experimentally, allowing for the design of thermo-
dynamic and kinetic constraints at the sequence-level. Fulfilling the
promise of predictable system design, when the elementary
reactions are combined as a working system, the expected bistable
behavior was observed, providing effective use of reductionism in
forward engineering. Further, the modularity allows the straight-
forward rearrangement of switch motifs toward more complex
working systems.38,39

In this work, we chose to explore the Bayesian ensemble ap-
proach over the common practice of choosing a single LSE
best-fit parameter set for the mathematical model of self-
activating switch. Our relatively simple biochemical network
model (simpler than typical mechanistic models of in vivo
networks) shows features of “sloppy models”,60,61 wherein only
a few “stiff” parameter combinations can be well-constrained by
experimental data, indicating that the parameter estimation
from a single best fit would likely be under-constrained and
generalize poorly for novel experimental conditions. Our results
support the notion that Bayesian ensemble techniques, by
virtue of approximating important marginal distributions of
high-dimensional probability distributions generated by com-
plex models, make mechanistic biochemical models useable for
prediction and inference.73 Nonetheless, because the “stiffness”
of parameters, the precision with which the combined param-
eter values can be inferred, depends on the number, precision,
and type of experimental data available, careful experimental
design and cautious interpretation of modeling and analysis
results would be required. Beyond analysis, Bayesian inference
could be used in design tools that specify “design objectives” for
synthetic biology applications.63,64

The analysis of our relatively small system with only 11
parameters took up to 2 weeks on 12 single-core computers
working in parallel. The amount of time required to obtain en-
semble parameter sets depends on the simulation time for any
given parameter set and the equilibration time for Monte Carlo
sampling: the former depends on the model complexity as well
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as stiffness of numerical solution (e.g., the simulation slowed
down by several folds when we widened the parameter range
from roughly 2 to roughly 4 orders of magnitude), while the
latter depends on the shape of energy landscape. We have
made no attempt thus far to optimize for speed. Other works
have shown that similar Bayesian ensemble techniques are
feasible for more complex models with up to a few hundred
parameters.60,62 Nonetheless, computing power and time could
become a bottleneck for applying ensemble Bayesian inference
to large biochemical circuits, and more efficient methods should
be a subject of future studies.
The design, construction, and analysis of in vitro transcrip-

tional circuits can serve as a valuable exercise by making small,
incremental steps toward greater complexity, taking advantage
of the modular, reconfigurable, and predictable genelet archi-
tecture. Our system is simple enough that we know, in principle,
all major reactions and components involved; each incremental
step, from elementary reactions to the working system, can be
characterized to identify the causes of discrepancies between
prediction and observation. It is noteworthy that continuously
adjustable concentrations of species (rather than their molecular
nature) determine most reaction rates within the system, allowing
easy “parameter sweeps” to fine-tune system behaviors. Further,
due in part to its programmability to achieve complex dynamics,
our transcriptional circuits capture examples of common chal-
lenges for analyzing complex biochemical networks, e.g., model
identifiability, hidden reactions, sloppy parameter values, and
the ability to generalize. Therefore, in vitro systems that can
effectively be used to explore the complexity gap between too-
simple biochemical components and too-complex biological
organisms could be an effective training ground for studying
how system-level behavior arises from the component-level
interactions within biochemical systems.
Our modeling technique aims to combine the strengths of

systems biology and classical reductionist approaches. The
advancement of high-throughput methods provides an oppor-
tunity for systems-level analysis to be grounded in molecular-
level understanding, resulting in a continuous spectrum of
knowledge.74,75 However, the efficient modeling and analysis of
biological systems from the molecular level to the systems level
has rarely been realized. Systems biology studies of ill-
characterized cellular (sub)systems frequently take the form
of a top-down approach to identify correlations between the
various components of the systems, and the resulting inductive
discoveries rarely lead to molecular mechanistic knowledge.76

Therefore, systems biology studies, whenever possible, must
incorporate the more mechanism-based understanding of bottom-
up approaches to constrain regulatory network structures and
parameters.77 On the other hand, the classical reductionist
approach can be characterized as the other end of the spectrum,
where one takes apart the system under study, carefully determines
elementary reaction rates, and tests a mechanistic model with
parameters thus obtained; this is possible in in vitro settings as
demonstrated in ref 31. While the classical reductionist approach is
desirable when possible, it may not be practical as the system
complexity increases, e.g., in the cellular context. Integrating the
two ends of the spectrum, here we used the reductionist approach
to construct the model structure starting from individual reactions,
while we used the “holistic” Bayesian ensemble approach to con-
straint parameters. This systems biology approach grounded in
reductionism allowed us to make decent predictions for novel
experiments without requiring precise measurements of individual
parameters.

As the complexity of synthetic systems gradually increases,
we will of necessity explore when and how the reductionist
principle falls short of expectation. Examining the dynamic
features that deviated from Bayesian ensemble predictions of
the mechanistic model, a breakdown of the reductionist method
that signals a lack in understanding, would likely identify new
mechanistic interactions that would presumably be important for
other genelet circuits as well. Each new understanding will help
push the complexity limit of what we can build and analyze.
Ultimately though, robust architectural features will be necessary
to successfully scale up system complexity, e.g., modularity,
redundancy, and buffering.78 However, the “sloppy” behavior of
multiparameter systems biology models, where wide variations
in parameters leaves the system behavior unchanged, begs the
question of how one should quantify robustness on solid math-
ematical grounds.79 The ability to engineer synthetic biochemical
systems with flexible, modular, and programmable architecture will
help us explore how robustness at different levels can be organized
and coupled across scales in biological designs.

■ MATERIALS AND METHODS

DNA Oligonucleotides and Enzymes. The sequence of
all DNA molecules and expected RNA transcript sequences
were chosen to minimize the occurrence of alternative secondary
structures, checked by the Vienna group’s DNA and RNA folding
program.47 According to the nearest-neighbor model, the ener-
getics for formation of DNA−DNA duplexes or chimeric
RNA−DNA duplexes can be described by 16 nearest-neighbor
parameters for helix propagation and one parameter for duplex
initiation. The predicted free energy changes due exclusively to
nearest-neighbor stacking interactions (ignoring duplex ini-
tiation energy) were calculated with DNA−DNA parameters54

for the formation of T·A and A·dI complexes and RNA−DNA
parameters55 for the formation of T·rA and rA·dI complexes. For
calculations, the regions that are newly formed upon hybridization
are considered as perfectly complementary oligonucleotides of the
same length, e.g. ΔG(rCUUAC/dGTAAG) = ΔG(rCU/dAG) +
ΔG(rUU/dAA) + ΔG(rUA/dTA) + ΔG(rAC/dGT).
All DNA oligonucleotides were purchased from Integrated

DNA Technologies (USA). In addition to unlabeled A and dI,
A labeled with Cy5 at the 3′ end and dI labeled with IowaBlack-
RQ at the 5′ end were purchased. The T7 RNA polymerase
(enzyme mix), transcription buffer, and NTP were purchased as
part of the MEGAshortscript T7 Kit (Ambion, Austin, TX,
USA; #1354). RNase H (Ambion; #2293) was purchased.
RNase R was a gift from Dr. Murray P. Deutscher at the
University of Miami School of Medicine. Note that according
to the manufacturer’s patent (# 5,256,555), the enzyme mix of
the MEGAshortscript T7 Kit contains pyrophosphatase to
extend the lifetime of the transcription reaction; since
pyrophosphatase is involved in regulating the power supply
for our transcriptional circuits and is not directly involved in the
dynamics, we neglect this enzyme in our models and do not call
it an “essential enzyme” for the circuit dynamics. The nominal
concentrations of enzyme stocks were estimated as follows: for
RNase H, we used the value quoted by the manufacturer; for
RNase R, we used the value provided by Dr. Deutscher; for
RNAP, we used an estimated value obtained by extinction
coefficient measurement. We noticed that different enzyme
batches with the same nominal concentrations showed different
enzyme activities by a few fold. Therefore, we did not attempt
to provide a quantitative comparison among the experimental
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data obtained using different enzyme batches: Figure 5 (batch #1),
Figure 6 (batch #2), and Figures 7 and 8 (batch #3).
Transcription. DNA templates (T-nt and T-t strands) were

annealed with 10% (v/v) 10× transcription buffer from 90 to
20 °C over 1 h at 10 times the final concentration used. To the
annealed templates, DNA activator and inhibitor, A and dI,
were added from high concentration stocks (50 μM), 7.5 mM
each NTP, and 8% (v/v) 10× transcription buffer were added.
After adding all ssDNA strands and RNA signals, enzymes
(RNAP, RNase H, and RNase R) were added and mixed. Trans-
cription reactions for spectrofluorometer experiments were pre-
pared as a total volume of 60 μL. Transcription reactions for gel
studies were prepared as a total volume of 10 μL and were stopped
by denaturing dye (80% formamide, 10 mM EDTA, 0.01 g XCFF).
For the purification of RNA signal rA for the experiments and
for gel controls, the full length template side strand (the
complement of T-nt rather than T-t) was used to prepare a
fully duplex DNA template for rA. The transcription reaction
was prepared as a total volume of 60 μL with 0.2 μM fully
duplex DNA templates. The transcription condition was the
same as above except that no A or dI was added, 20% (v/v)
RNAP was used, and RNases were omitted. After a 6 h incubation
at 37 °C, the reaction mixture was treated with 2.5 μL DNase I for
30 min to remove DNA template and stopped by the addition of
denaturing dye. The reaction mixture was run on 8% denaturing
gel, RNA bands were excised and eluted from gel by the crush-
and-soak method, ethanol precipitated, and resuspended in water.
Data Acquisition. For spectrofluorometer experiments,

excitation and emission for Cy5-labeled A were at 648 and
665 nm. The fluorescence was recorded every minute using a SPEX
Fluorolog-3 (Jobin Yvon, Edison, NJ, USA) and normalized
against maximum fluorescence (measured in the presence of
Cy5-labeled A prior to the addition of quencher-labeled dI) and
minimum fluorescence (measured after the addition of excess
quencher-labeled dI) accounting for volume increase due to the
addition of rA and enzymes. Denaturing polyacrylamide gels
(8% 19:1 acrylamide:bis-acrylamide and 7 M urea in TBE
buffer) were allowed to run for 50 min with 10 V/cm at 65 °C
in TBE buffer (100 mM Tris, 90 mM boric acid, 1 mM EDTA).
The 10-base DNA ladder (Invitrogen, Carlsbad, CA, USA;
#10821-015) was used as the size marker. The non-denaturing
gels (10% 19:1 acrylamide:bis-acrylamide in TAE buffer) were
allowed to run for 100 min with 13 V/cm at 4 °C in TAE buffer
containing 12.5 mM Mg2+ (40 mM Tris-acetate, 1 mM EDTA,
12.5 mM Mg-acetate, pH 8.3). The gels were stained with
SYBR gold (Molecular Probes, Eugene, OR, USA; #S-11494),
and the gel data were quantitated using the Molecular imager
FX (Biorad, Hercules, CA, USA). The total concentrations of
RNA product rA in the denaturing gel were measured with
respect to 0.5, 1, and 1.5 μM purified rA in control lanes.
Model Simulation. The kinetic simulations and parameter

fittings were implemented in MATLAB. Differential equations
were solved using the ode23s routine. The ensemble parameter
sets used in Figure 8 were obtained using the Monte Carlo
Bayesian inference approach. See Supporting Information for
details. On average, Monte Carlo sampling of 440,000 instances
took about 2 weeks on a single-core computer; we used 12
cores in parallel.
DNA Sequences. T-nt (106 mer), 5′-CATTAGTGTCGT-

TCGTTCACAGTAATACGACTCACTATAGGGAGAAA-
CAAAGAACGAACGACACTAATGAACTACTACTACA-
CACTAATACTGACAAAGTCAGAAA-3′.

T-t (79 mer), 5′-TTTCTGACTTTGTCAGTATTAGT-
GTGTAGTAGTAGTTCATTAGTGTCGTTCGTTCTTTG-
TTTCTCCCTATAGTGAGTCG-3′.
A (36 mer), 5′-TATTACTGTGAACGAACGACACTAAT-

GAACTACTAC-3′.
dI (38 mer), 5′-GTGTGTAGTAGTAGTTCATTAGTGTC-

GTTCGTTCACAG-3′.
rA (67 mer), 5′-GGGAGAAACAAAGAACGAACGACACU-

AAUGAACUACUACUACACACUAAUACUGACAAAGU-
CAGAAA-3′.
Note that the RNA activator rA sequence is identical to I1 in

ref 37, and therefore, the T-t sequence is also identical to T12-t
in ref 37. The self-activating switch reported here is used as part
of the Design II oscillator in ref 38, and the repeater motif is
also used, configured differently, in the Design I oscillator of
that same work.
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